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Variability	has	been	a	topic	in	phonetics	from	the	first	time	we	were	able	to	quantify	the	

acoustic	signal.		Our	ability	to	analyze	ever	larger	datasets	has	opened	new	possibilities	for	

refinement	of	our	understanding.		One	area	where	this	can	be	applied	is	the	study	of	vowel	

formants,	as	a	way	of	understanding	the	targets	and	online	control	of	vowel	articulation.		One	

immediate	question	is:	Are	vowel	formants	normally	distributed?		Most	acoustic	studies	cannot	

begin	to	answer	this	question,	due	to	the	small	number	of	repetitions	usually	collected.		Twenty	

seems	like	a	substantial	number,	and	for	the	purposes	of	finding	a	central	tendency,	twenty	is	a	

fairly	good	number.		However,	to	have	any	idea	whether	that	distribution	is	normal	or	not	

requires	a	much	larger	sample.		One	such	case	will	be	studied	here.	

A	caveat	about	formant	measurements	is	in	order	before	laying	out	the	experiment.		We	

have	known	for	some	time	that	our	formant	measurements	are	biased	toward	the	nearest	

harmonic	(Klatt,	1986;	Vallabha	&	Tuller,	2002).		(We	are	really	interested	in	the	resonance,	not	

the	formant;	Titze	et	al.,	2015.)		Shadle,	Nam	and	Whalen	(2016)	demonstrated	that	the	errors	

are	still	present;	the	result	I	will	present	used	the	LPC	algorithm	of	Praat	(Boersma,	2001),	

which	is	sensitive	to	that	artifact,	but	no	other	system,	including	the	more	accurate	Weighted	

Linear	Prediction	with	Attenuated	Main	Excitation	(WLP-AME;	Alku,	Pohjalainen,	Vainio,	

Laukkanen,	&	Story,	2013)	was	automated	enough	for	use	with	a	large	dataset.	

In	order	to	have	enough	tokens	to	establish	the	normality	of	the	vowel	formant	

distribution,	it	was	necessary	to	have	a	speaker	produce	many	repetitions	of	the	same	word	

without	saturating	the	production	system.		The	1,000	repetitions	of	the	word	“bucket”	in	Kello	

et	al.	(2008)	virtually	guaranteed	more	variability	than	we	would	expect	from	a	more	

distributed	set	of	utterances.		Here,	four	target	English	forms	were	used	(“heed,”	“geek,”	

“ode/owed,”	and	“dote”).		These	consisted	of	environments	that	were	expected	to	have	small	

amounts	of	acoustic	results	of	coarticulation	(“heed”	and	the	homonyms	“ode”/”owed”)	and	

large	amounts	(“geek”	and	“dote”).		(The	homonyms	“ode”	and	“owed”	were	included	for	

ancillary	reasons;	each	of	them	occurred	half	as	often	as	“heed.”)		These	items	were	

randomized	together	with	200	filler	words.		100	repetitions	of	the	target	words	were	collected	

in	each	recording	session.		The	filler	words	occurred	once	in	the	first	half	of	the	session,	and	

once	in	the	second	half.		Within	each	sequence	of	8	items,	four	target	words	and	four	filler	

words	appeared	in	random	order.		The	homonyms	alternated	so	that	each	occurred	50	times	

per	session.		So	far,	200	of	a	planned	500	repetitions	have	been	collected.	

Initial	analyses	via	a	Gaussian	mixture	model	(Berge,	Bouveyron,	&	Girard,	2012)	

indicate	that	formant	values	at	40%	of	the	duration	of	the	vocalic	segment	come	from	a	single	

(normal)	distribution.		This	was	true	for	both	the	relatively	uncoarticulated	and	the	highly	

coarticulated	environments,	as	can	be	seen	in	the	stable	standard	errors	of	the	SSANOVA	of	the	

first	two	formants	(see	Fig.	1).		These	results	will	be	compared	with	those	of	Niziolek	et	al.	

(2013),	who	found	within-syllable	corrections	across	200	repetitions	of	English	words.		The	

present	results	instead	support	the	dynamic	vowel	and	its	resultant	formant	trajectory	as	the	

unit	of	planning.	 	



	

	

	
	

	

	
	

	

	

Figure	1:	SSANOVA	plots	of	F2	(top)	and	F1	(bottom)	for	200	repetitions	of	“heed”	and	“geek”	

(left)	and	“ode”/”owed”	and	“dote”	(right).	
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